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Abstract

Carbon accounting is important for quantifying the sources of greenhouse gas (GHG) emissions
that are driving climate change, and is increasingly being used to guide policy, investment,
business, and regulatory decisions. The current practice for accounting emissions from consumed
electricity, guided by standards like the GHG protocol, uses annual-average grid emission factors,
although previous studies have shown that grid carbon intensity varies across seasons and hours of
the day. Previous case studies have shown that annual-average carbon accounting can bias emission
inventories, but none have shown that this bias is substantial or widespread. This study addresses
this gap by calculating emission inventories for thousands of residential, commercial, industrial,
and agricultural facilities across the US, and explores the magnitude and direction of this bias
compared to hourly accounting of emissions. Our results show that annual-average accounting can
over- or under-estimate carbon inventories as much as 35% in certain settings but result in
effectively no bias in others. Bias will be greater in regions with high variation in carbon intensity,
and for end-users with high variation in their electricity consumption across hours and seasons. As
variation in carbon intensity continues to grow with growing shares of variable and intermittent
renewable generation, these biases will only continue to worsen in the future. In most cases, using
monthly-average emission factors does not substantially reduce bias compared to annual averages.
Thus, the authors recommend that hourly accounting be adopted as the best practice for emissions

inventories of consumed electricity.

1. Introduction

Greenhouse gas (GHG) emissions from electricity
generation are a significant contributor to climate
change and can comprise a large share of the carbon
footprint of an individual activity, product, build-
ing, company, or city. Accounting and attributing
these emissions to specific end-users of the elec-
tricity is a common practice and important tool
to help understand the sources of climate-changing
emissions and enable action to mitigate them. Once
limited to academic life-cycle assessment studies
and voluntary carbon disclosure initiatives, carbon
accounting and disclosure is increasingly being used
to guide financial investments, inform policymaking

© 2022 The Author(s). Published by IOP Publishing Ltd

and business decisions, and measure compliance with
regulations.

Current GHG accounting protocols account for
‘scope 2’ emissions (those associated with the con-
sumption of grid electricity) by applying an annual-
average, attributional grid carbon intensity factor to
all electricity consumed by an entity each year. This
annual-level accounting represents the carbon intens-
ity of grid-supplied electricity as a single, static value
throughout the year. However, because the mix of
generators supplying electricity to the grid is con-
stantly changing, grid carbon intensity also varies
across seasons and the hours of each day [1-20].
While there are benefits to the simplicity of annual-
level accounting, ignoring this hourly heterogeneity
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may come at the cost of accuracy, which can have
real effects both on academic analyses and the effect-
iveness of our policies in curbing climate change
[16]. However, it is unclear from previous studies
whether this potential bias is a substantial or wide-
spread problem. Existing studies, primarily in the
field of life-cycle assessment, focus on specific build-
ing GHG inventories as case studies, demonstrating
that annual accounting may bias emission invent-
ories anywhere between 0.2% and 26% when com-
pared to hourly accounting, as summarized in table 1
[3,5-8, 17,21, 22]*.

To understand whether annual accounting leads
to widespread bias in emission inventories, this
study calculates scope 2 GHG emission inventor-
ies for approximately 113000 simulated residential
and commercial buildings in 52 grid balancing areas
(BAs) across the United States, using annual-average,
monthly-average, monthly time-of-day (TOD) aver-
age, and hourly grid emission factors. We also exam-
ine a specific case study of a high-renewable region in
California, utilizing a dataset of actual metered load
representing over 13 million residential, commercial,
industrial, and agricultural facilities in the state. Our
results suggest that the magnitude and direction of
the bias introduced by annual accounting depend on
when and how you consume electricity and where
you are located: specifically, activities with more vari-
able electric demand located in grids dominated by
clean and renewable energy will see a larger relative
bias from annual accounting than activities with flat
demand in grids dominated by traditional fossil gen-
eration. We also find that these biases can only be
meaningfully reduced by using emission factors that
reflect both the seasonal and TOD variation in grid
carbon intensity.

2. Background

The carbon intensity of the grid can vary continu-
ously in response to changes in generation at the
minute or second timescale. Thus, even hourly emis-
sion factors may not capture the full variability in
grid carbon intensity. Indeed, some previous stud-
ies evaluating the variability of grid carbon intens-
ity have utilized half-hourly or quarter-hourly emis-
sion factors [10-12, 22]. However, in this study, we
use hourly-average carbon intensities as the baseline
rather than sub-hourly values, first because hourly
grid data is more widely available than sub-hourly
data, and second due to the relatively low variation

4 A separate body of literature has focused on comparing the accur-
acy of using of average, attributional emission factors to marginal,
consequential emission factors for quantifying the avoided emis-
sions of grid interventions. However, it is important to note that
marginal emission factors are not appropriate for use in attribu-
tional carbon footprinting and are thus not relevant to this paper.
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in grid carbon intensity within a single hour. Pre-
vious studies note that the variability of wind and
solar power, which contribute to the variability of grid
carbon intensity, is much less at the hour or shorter
timescale than it is across several hours or days [23].
We confirmed this by analyzing a dataset of 5 min res-
olution carbon emissions data published by the Cali-
fornia independent system operator (ISO), finding
that even in this renewable-heavy region, the mean
coefficient of variation of grid carbon intensity within
a single hour was only 2.4%, compared to 31% across
the entire year.

Because we calculate actual carbon emissions as
the product of hourly energy demand (D) and the
hourly regional carbon intensity (C, 1), the bias res-
ulting from using an averaged carbon intensity value
(Cr,h,l) at some aggregation level [ is the product of
the hourly energy demand and the residual carbon
intensity (ftrp) = C,M — C, ). Thus, the expected
bias introduced into an annual inventory by using an
averaged carbon intensity value can also be expressed
as the following equation (see the supplementary
information [SI] for a full derivation available online
at stacks.iop.org/ERL/17/044073/mmedia):

E[Dy, - pir 1) = Cov(Dyp , firn1) = Op - Op - PD,pu-
(1)

In this equation, op is the standard deviation
of hourly energy demand, o, is the standard devi-
ation of the residual hourly carbon intensity, and pp ,,
is the correlation coefficient between hourly energy
demand and the residual hourly carbon intensity.
This relationship suggests that the magnitude and dir-
ection of bias is driven by the variability in both car-
bon intensity and energy demand, as well as the cor-
relation between demand and carbon intensity, and
it has three important implications. First, in regions
with substantial variation in hourly emissions rates
(high ¢,), there is a potential for larger bias, and
vice versa. Second, end-uses of electricity with siz-
able hourly variation in energy demand (high op)
would expect to see larger biases than an end-use
with flat energy demand. Finally, the sign of the bias
(whether the inventory is over- or under-estimated)
will depend on the sign of the correlation coefficient
between demand and the residual carbon intensity
(pp,)- An end-use whose demand is correlated with
times of high carbon intensity (and is thus negat-
ively correlated with the residual carbon intensity),
will have their emissions under-estimated by using an
averaged carbon intensity value.

As shown in figure 1, hourly consumption-based
carbon intensities in certain regions can be highly
variable throughout the year, depending on the fuel
mix of generated and imported electricity consumed
in the region. While production-based carbon intens-
ities only reflect emissions from generators that oper-
ate within each region, consumption-based carbon


https://stacks.iop.org/ERL/17/044073/mmedia

G J Miller et al

Environ. Res. Lett. 17 (2022) 044073

10P Publishing

(0502) %6'L1— 0502
(0€07) %L L— Surpring swoy Afrurej-o3urs SpLoap] Amoy-1ayrenb ‘0€0¢ [22] IoUIOM
(L107) %TH— 3[3urs ‘pajenuIg [enjuapisai jo aseyd asn PazaAIP [enuuy L10T Auewron pue BMA
payrodar puewap SN
JOU aNJeA [edLIdWNU uordax ayedar3de NI ut 10211p Aoy qO L A[qpuow UONOIUUO0I-IANU]
‘paleUITISITOPU) ‘@Jep PaInSeajN PEO[ JoWWINS SPIMUISAS paonpoig Apuows [enuuy L10¢ WId [£1] v 12 nUOQg
PUR[IIZIIMG
Surpring Gmoqui ur urppng Sphoap] [8] auupassnf
%6’ 1+ 3[3urs ‘pajenuurg asn-x1wr pasodoig pawnsuoy) A[noy renuuy 6102 PUB[IIZIIMS pue zourenp
duel]
Surprmq “A1aquurey) ur asnoy ALY
%97— 318uts ‘eyep paIdON 0183591 ATTurey o[3urg PaTaATP A[Inoy [enuuy €107 dueIl] [£] 1 32 XxnOY
smoy Sunerado-uou
Surmp peo[ mo[ JueIsuOd
SOTJBI PUBUIAP pue sinoy Sunerado
(%8— pue MOT 0] Y31 JUIIp pue Surmp peoy ySry
069 — Je sased [erdads) sorreudds oy Junerado JURISUOD IIM sSUTp[Ing ALY
%€+ 01 95— GT “e1ep dNAYIUAS [BIDISUILIOD JLIUID) PaTATR( Amoy renuuy 7102 uredg [9] 1v 12 y10dg
[17] w12
s3uiping DJuIsjoy ut 312401 UQUTR[OARS
%9+ pue 05T+ OM] ‘BIBp PAISIIN s3uIp[INq [BNUIPISIT OM], paonpoig A[noy renuuy 1102 puequr] -seduexesdoy
(suonenuIrs 9¢) sjuBLIBA
ASUIIOIJ2 9 YIIM ‘SUOTZaT suoTIeLIBA ADUSIDIJJD
(%¥%¥— 18 1B_IPNO om] ut sad£) 3urping JUSIAIP UM s3uIp[ing 10211p epeue)
aU0) 049+ 01 %1 — 9OUDIJ1 OM) ‘PAjR[NUIIG [BTIUSPISAI PUB DYJO paonpoig Aoy €10T ‘1102 ‘oLIRIUQ) pUB BLID[Y [S] v 12 1qnD
SOLIBUADS
Suipimq  Aouspyge ¢ yim Supling a11p epeue)
%70+ 01 %G ¢— 3[3urs ‘pajemnurg [BIIUSPISAI ASLI-PIA paonpoig A[noy [enuuy 2002 ‘oLreyuQ [€] 1v 12 moysLIg
Sununoooe BJep pUBWAP dL1I[] Apmys ase) adfy pazdreue s1eak eleq Aydeidoan Iadeq

[enuue O] anp serqg

Aysuayur uoqre)

suonn[osai ferodway,

*10Je19Ua3 31} wIoj (S[ang Jo Jrodsuer) pue Jururur *3'9) SUOTSSTUII 1D3ITPUT PUR 191D SISPISUOD :3[2AIIJT] T01eIUS ) TWOIJ SUOTSSTUI UOTISNQUIOD SIIPISUOD ATUO :)IIITP ‘SUOISSTUID
Jo sy10dxa/s110dwt 10§ SUTIUNOIIE “PAWNSUOD AJID11)I2[d JTUN 12d SUOTSSIUID :PIWNSUOD ‘SUOISSTUD JO s)10dXa/s110dWT 10] SUTIUNOIIE JOU “PAWNSUOD AJID11)I2[2 JTUN 12d SUOTSSTUID :PAIdAT[PP ‘pajerauad L1011oa[ad run 1ad suorssrurd

:paonpouid :se paurap a1e sadA) Ayrsusyut woqred oy [, ‘sioded qre 107 [Apmoy/(A[moy — [enuue)] Sutsn pazipIepue)s Usaq ALY SUOTIB[NO[ED serg ‘Sununodde uoqied [enuue woj Surnsar serq SUnen[eAs aInjesd) jo Arewrung * 3[qer,



10P Publishing

Environ. Res. Lett. 17 (2022) 044073

G J Miller et al

1000

2205

é 800 I § i ] 1764
.
= | =
o
X [ . | | I
= 800 1323 _
2 I | g
= g
[ H . ) I S
£ a0 . ' 82
£ ' . o |0 ] H
= [ L] ] ) B
8 . l (] . .
2 L] 1
T 200 (] 441
[$) ! T .
[ ] .
I i . [] | .
o ] a
—~ 150 331
s
<
2 100 20 gz
= -
=
a 3
) 50 10
B
»n
o
100 - - - IIII. -
80 lI |I IIII II II II II II|I |I II II
.
X 60
=
B
=1 40
= [ |
20 II II- .I I | __II
0 Ll O m B
T T T @ 5 w = 0 A w ncCcg oo m w A v m TMSWATO 0 —
ccc R I IR R N R R R R A R A A R R A R )
GGG 2232505723883 8533025° 323835235283 22580238023%25%
* 0 O ¥ <23 ZzQ o} O ~d 33 p28° 9 p2a S =3B S22 088 9% 50g 35080 2 P a
XSS =) Zo3mzmzx 231 9 g2 OFamd mszo®3 388 >S8%3 550 s =
200 52825282598 399 0598858 v2233028:=258p28mzo808%35
S 53 3032 02m-82223cs8332¢22235383°3d8302%%5c23cT235ama&ces8Eq
985 9885238939823 50588:%9338 35808€ 9222580580 mg 238
- = o 3 = L. = o S W = o B D 2 =—m3 m 2 Z 05 O @
£ 30 RN @35 T O M= B0 2o S22 p39ms 5 B 30y 3 = D =
S 53 = ] 5 & L wpg o f e ER S Qa B 285 @ oS o 28 m g
Q n o S @3 8O3 39338 m o oy a g 80 3 ® 00 @ S od 6 09X 20 %233
o d a - =t 320 - < 3 58 a 02 % 0 5 c
525 op> mZ €7295> 85825 3°2 §59252 v €¢:5%2803 sa’?
03< s 2 23 g ZZ<E Z3:zzZv8° 31 ©¢8 ©¥g=¢g 3273790 52 g
o < 53 23 a BF g ag - g=< T 85¢&¢ B8 Sc3i QF8T % $g 57 35
zs§5 8% @§s p "R % =i 3 i 22z 2 25 828 < °
53 £ < 9 h = o g3 - £
@ 3 3 < ]
2 =
Balancing Authority
Fuel Type Solar Wind B Hydropower B Nuclear Natural Gas M Petroleum M Coal M Other Fuel Sources M Imports

Figure 1. Distribution (top panel) and standard deviation (middle panel) of hourly consumption-based carbon intensities, as well
as the source of energy (bottom panel) for 52 BAs in the US in 2019. Hourly carbon intensities can vary significantly from the
annual average value, especially in regions with a diverse mix of resources that include carbon-free generation.

intensities reflect emissions from electricity impor-
ted into a region as well. Because imported electricity
represents a substantial portion of consumed electri-
city in many regions and can have a carbon intens-
ity that differs from that of in-region generation, this
paper focuses on consumption-based carbon intens-
ity throughout.

3. Data and methods

This study examines carbon inventories for thou-
sands of building load profiles across the United
States at different temporal resolutions. To demon-
strate the impact that the intra-regional variability in
carbon intensity has on the magnitude and direction
of the bias resulting from annual-average accounting,
this study first examines annual and hourly invent-
ories for approximately 113000 simulated residen-
tial and commercial buildings across different climate
zones in 52 different grid regions in the US. Then, to
demonstrate the impact that variability in electricity
demand profiles has on this bias, this study examines
inventories for thousands of residential, commercial,
industrial, and agricultural building profiles located
within the California Independent System Operator
(CAISO). Finally, we explore how well the use of

monthly and monthly TOD average carbon intensity
values mitigates the inventory bias compared to using
an annual average.

3.1. Hourly building demand data

Although as of 2019, over 60% of all electric meters
nationwide included advanced metering infrastruc-
ture (AMI), which collect hourly or sub-hourly elec-
tricity demand data, wide-scale hourly demand data-
sets are not publicly available due to privacy concerns
(24, 25].

However, the National Renewable Energy Labor-
atory (NREL) recently published a dataset of approx-
imately 900000 simulated end-use load profiles
which have been calibrated and validated using actual
meter data and statistically represent the US residen-
tial and commercial building stock [26, 27]. Each of
the 14 unique commercial building types and nine
unique residential building types (summarized in the
SI) are represented by individual building variants
with different combinations of physical and opera-
tional characteristics that affect the load profile. To
keep the volume of data computationally manageable
while representing the diversity of actual load profiles
that would be found in each grid region, we select a
stratified random sample of 10% of the buildings of

4
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each type located in each climate zone in each grid
region, resulting in a sample of 112 717 unique load
profiles.

However, the NREL dataset does not include load
profiles for agricultural, industrial, and certain com-
mon commercial (e.g. data center) end uses. Thus,
for our California ISO case study that examines the
impact of different building load profiles on bias, we
utilize a dataset from Lawrence Berkeley National Lab
(LBNL). This LBNL dataset contains actual hourly
AMI data representing over 13.1 million individual
residential, commercial, industrial, and agricultural
electricity customers (aggregated into 2766 building
profiles) across the three major investor-owned util-
ity territories in the California ISO territory (see SI for
details) [28]. The choice of CAISO as a case study is
also useful because the region is on the vanguard of
renewable energy deployment and may be more rep-
resentative of the carbon intensity variability of more
and more grids as the energy transition continues.

3.2. Grid carbon intensity data

We source hourly average, consumption-based emis-
sion factors for each grid BA in the US from Carbon-
ara, a carbon analytics platform developed by Singu-
larity Energy [29]. This study utilizes carbon intensity
values for 53 of the 75 grid BAs in the United States,
which represent a spatial resolution that reflect actual
power system boundaries and operations [30, 31].
To calculate its production-based emission estimates,
Singularity uses data on hourly net generation by fuel
type for each BA from the U.S. Energy Information
Administration’s (EIA) Form 930, and multiplies it by
the fuel-specific, annual-average, adjusted CO, out-
put emission rate for that BA, from the U.S. Environ-
mental Protection Agency’s (EPA) eGRID2019 data-
base [32]. To calculate consumption-based emissions,
which account for imports and exports of electri-
city between BAs, they solve a multi-region input—
output model which utilizes hourly BA-to-BA net
interchange data from EIA-930 [16]. Using these
hourly values, we then calculate annual, monthly, and
monthly TOD averages.

3.3. Carbon inventory methodology

A carbon inventory I for each building b in each grid
region r is calculated by summing the product of
the building’s hourly electricity demand D and the
actual hourly grid carbon intensity Cat each temporal
aggregation level for each hour  in year:

8760

I, = ZDb,h -Cyp. (2)
h=1

An estimated carbon inventory I is then calcu-
lated in the same manner, but using an averaged
grid carbon intensity C, which can have one of three
levels of temporal aggregation ! (annual, monthly, or
monthly TOD):

G J Miller et al

8760

Iyri= ZDb,h - Cr - (3)
h=1

The relative carbon inventory bias from using
averaged carbon intensity values is calculated as the
percentage error compared to the hourly inventory:

Ipri—1Ip,
Ibr

i

(4)

Relative bias;, ,; =

4, Results

4.1. Regional differences in carbon inventory bias
The results of the 112 717 carbon inventories that we
calculated for residential and commercial buildings
around the country reveal that the use of annual-
average carbon accounting can result in an over-
estimation up to 33% and underestimation up to
22% when compared to hourly-average accounting,
although most bias falls in the range of £5%. Import-
antly, as figure 2 demonstrates, the magnitude and
direction of this bias depends on where you are loc-
ated and who you are.

In certain regions, clustered near the center of
figure 2, annual accounting introduces negligible bias
for all inventories. Referring to figure 1, we can see
that these low-bias regions tend to rely more heavily
on fossil fuel generation and have low standard devi-
ations in their hourly carbon intensity, which con-
firms what we would expect to see based on equation
(1). In a region like Duke Energy Florida, which
is supplied mostly by methane gas and has a small
standard deviation in carbon intensity, we see a cor-
respondingly low amount of bias, within the range of
£0.7%.

In contrast, in regions where the variability in
hourly carbon intensity is higher, annual-average
accounting results in higher inventory bias, although
the magnitude and direction of the bias depends
on the variability of the building load, and how
highly correlated that load is with periods of high
or low carbon intensity on the grid, both on a sea-
sonal and daily basis. If building energy demand
tends to peak during seasons or times of day that
coincide with peaks in grid carbon intensity, annual
accounting will tend to underestimate emissions. For
example, in the New York ISO, where emissions
peak seasonally in the summer and daily during
daylight hours, annual accounting underestimates
commercial building emissions because commercial
building load follows a similar seasonal and daily
pattern.

Because residential building demand profiles can
peak at different times than commercial buildings,
we see that in some regions annual-average account-
ing underestimates residential emissions while at the
same time overestimating commercial building emis-
sions. This can again be explained using equation
(1), since we identified that the direction of the bias
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Figure 2. The relative bias that annual-average carbon accounting introduces compared to hourly accounting, for both residential
and commercial buildings in each grid region. Each box plot shows the distribution of these biases for all building inventories in
each region. The regions are ordered from lowest to highest median bias for all buildings in a region. The results for two regions
were omitted from this figure (but can be found in the SI) for the readability of the results, as their relative biases ranged from

is driven by the sign of the correlation coefficient
between demand and the residual carbon intensity.
Re-framing these results in terms of the regional
energy supply mix, regions with higher bias tend
to have higher shares of renewables, as renew-
ables introduce more variability into the hourly car-
bon intensity. Additionally, emissions from buildings
whose demand is positively correlated with the tim-
ing of generation from the predominant renewable
energy source in the region will be over-estimated
using annual-average accounting. For example, for

buildings that consume energy more heavily during
the day, annual average accounting will over-estimate
emissions in solar-dominated regions and under-
estimate emissions in wind-heavy regions where wind
tends to be stronger at night.

4.2, California ISO case study

While the national results primarily demonstrate
how regional carbon intensity characteristics affect
the bias introduced by annual-average carbon
accounting, it also showed how the bias can differ
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Figure 3. For each of the 2766 building load clusters in California, we calculated a carbon inventory using both a single annual
average emission factor and hourly emission factors and evaluated by what percent the annual average over- or underestimated
emissions compared to the hourly resolution inventory. These results are summarized by the box plots of these biases by building
category. This shows that even within buildings of a single type in a single region, energy load profiles display large heterogeneity
which impact the magnitude and direction of bias in emission inventories.

for different building types with different energy
demand profiles. To further explore these demand-
driven impacts for a more complete set of electri-
city end users (including industrial and agricultural
loads), this section focuses on a case study located
within the California ISO, using a demand dataset
representing millions of actual buildings in the state.

From the results presented in figure 3, we can
see that the heterogeneity in the energy demand pro-
files of individual buildings within a single category
of buildings means that it is not always possible to
generalize conclusions about the magnitude and dir-
ection of bias of annual-average accounting. Com-
mercial office buildings, for example, may have their
inventories overestimated as much as 15% or under-
estimated as much as 10%. For data centers in Cali-
fornia, we could conclude that annual-average car-
bon accounting overestimates emissions, although
the magnitude of this bias ranges anywhere from 0.5%
to 8% for an individual data center.

In the California ISO, which has a high penetra-
tion of solar generation, the carbon intensity tends to
dip during the mid-day, which shapes the bias trends
that we see in figure 3. Most commercial buildings,
whose energy demand also peaks during the day, will
have their emissions overestimated by annual-average
accounting.

Industrial facilities, which can have larger swings
in energy consumption between on-shift and off-shift
times, and thus larger variability in energy demand
(op), tend to have higher emissions inventory bias
resulting from annual-average accounting than com-
mercial buildings. The exception is industrial pro-
cesses which consume energy on a relatively continu-
ous, 24/7 basis, like petroleum refining, for which
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the inventory bias is much closer to zero. For energy
demand that is more intermittent or seasonal in
nature, like agricultural water pumping and irriga-
tion, annual-average carbon accounting can intro-
duce much larger biases, in the range of £30%, espe-
cially if the carbon intensity during the seasons or
times of day when the pumping is occurring do not
reflect the annual average, leading to a high correla-
tion between demand and residual emissions (pp,,.).

4.3. Inventory bias at different temporal
resolutions
While hourly accounting using 8760 unique emission
factors for each hour of the year will more precisely
quantify the emissions attributable to each end user,
it also introduces greater data management com-
plexity for accounting practitioners. Thus, this study
also examines whether the use of 12 monthly aver-
age emissions factors, which reflect annual seasonal-
ity, or 288 monthly TOD average emission factors,
which reflect both annual and daily seasonality,
could improve accuracy while limiting complexity.
From a practical standpoint, monthly-average carbon
accounting would be convenient because most end-
users of electricity are billed monthly and thus have
easy access to monthly electricity consumption data.
Figure 4 plots the absolute percentage bias result-
ing from the use of annual average emission factors
versus the absolute bias resulting from using 12
monthly average or 288 (12 x 24) month-by-hour-
of-day average emission factors for each end-user
in each grid region. Panel (a) shows that monthly-
average accounting can reduce bias by over 50%
on average for residential buildings, while having
no substantial impact on the bias for commercial
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Figure 4. Each plot compares the absolute percentage bias for inventories calculated using monthly-average carbon intensities
(top row) and monthly-TOD-average carbon intensities (bottom row) compared to the bias from using annual-average carbon
intensities for both the national results (left column, N = 112 717) and the California case study (right column, N = 2766). Any
points below the 45° line in each plot mean that the higher resolution carbon intensity decreased bias compared to the annual
resolution, and vice versa. For the California ISO case study (right column), the results are broken out by residential loads,
commercial and industrial (C&I) loads, and agricultural and water pumping loads.
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buildings. Monthly-average accounting does not,
however, lead to a systematic reduction in bias:
approximately one-quarter of buildings showed no
improvement or even an increase in bias when
using monthly-average accounting. In panel (b), we
can also see that for facilities with highly seasonal
energy demands, such as water pumping and irriga-
tion, monthly-average accounting may substantially
reduce inventory bias compared to annual-average
accounting, because these monthly averages reflect
the predominant seasonality of the energy demand.
These results suggest that monthly-average account-
ing could be beneficial for certain types of buildings in
certain regions, but it does not represent a substantial
improvement on a systematic basis.

The bottom panels of figure 4 demonstrate
that monthly TOD average accounting substantially
reduce, though do not eliminate, carbon inventory
bias compared to annual-average accounting for all
building types. This is because monthly TOD aver-
ages reflect both seasonal and daily patterns which are
present in most energy demand profiles. These results
suggest that the use of monthly TOD average emis-
sions factors for accounting may strike a reasonable
balance between simplicity and accuracy. However, in
practice, monthly TOD average data may not be that
much simpler to use than hourly emissions factors,
because hourly energy demand data would still need
to be collected and analyzed to use these emission
factors.
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5. Discussion

5.1. Recommendations

Accuracy is one of the fundamental GHG account-
ing and reporting principles described by The
GHG Protocol. As noted in the Protocol’s Corporate
Accounting and Reporting Standard, ‘data should be
sufficiently precise to enable intended users to make
decisions with reasonable assurance that the reported
information is credible. GHG measurements, estim-
ates, or calculations should be systemically neither
over nor under the actual emissions value, as far as
can be judged, and that uncertainties are reduced as
far as practicable’ [33].

As explained through equation (1), the results
illustrate how the bias in carbon inventories is based
on a combination of factors including the variability
in hourly building demand, the variability in hourly
carbon intensity, and the correlation between build-
ing demand and grid carbon intensity. If any one of
these factors is small (close to zero), whether because
building demand is relatively flat, grid carbon intens-
ity is relatively flat, or the variation in either is mostly
random and uncorrelated with the other, then the
bias introduced by using annual accounting will be
small.

However, the results of this study make clear that
in today’s electricity system, annual-average emis-
sions accounting yields imprecise emission inventor-
ies in most regions and for most end-users. In addi-
tion, this study shows that monthly average emission
factors do not reliably or substantially address this
bias. Thus, we recommend that hourly or sub-hourly
accounting be adopted as the best practice for attribu-
tional GHG accounting of grid-consumed electricity
and for location-based scope 2 GHG inventories.

5.2. Implications and urgency
These results have broad implications for many fields
including voluntary climate disclosure, building per-
formance regulations, carbon pricing, community-
scale climate action planning, climate-based invest-
ing, and general business decisions. As emissions
accounting is increasingly incorporated into regu-
lations, carbon pricing, and business decisions, the
bias from annual-average carbon accounting could
have real-world legal and financial implications. For
example, New York City’s Local Law 97 set a car-
bon emissions cap (enforced with a substantial fine
of $268 ton~! in exceedance) for 50 000 buildings in
the city and will go into effect in 2024. If this law
were to use annual-average grid emissions factors for
accounting, the results of this study suggest that the
emissions for commercial buildings located in the
New York ISO could be underestimated by up to 7%,
eroding the efficiency and effectiveness of this law.
These findings are also relevant to crafting effect-
ive transportation policies, especially those that
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require accurately quantifying air pollution related to
charging electric vehicles (EVs) relative to pollution
from internal combustion engines. For example, Cali-
fornia’s low carbon fuel standard, which is designed to
decrease the carbon intensity of the state’s transport-
ation fuels, currently calculates its base EV charging
credits based on annual-average grid carbon intens-
ity, which may be eroding the efficiency of this credit
market [34, 35].

This research has several important implications
for the academic research community, especially in
the fields of lifecycle assessment (LCA), energy and
climate policy research, and transportation research.
Due to the ubiquity of electricity as an input to
the manufacturing and use phase of many products,
our findings suggest that hourly emissions factors
should be used whenever possible for conducting
attributional LCAs, especially when evaluating emis-
sions from individual plug loads or end uses whose
demand profile can be more variable than those of
entire buildings. Although this study focused on the
bias introduced in carbon inventories, future research
should evaluate whether these biases also translate
to other criteria pollutants (such as NO,, SO, and
particulate matter), which are also relevant to many
LCAs.

Beyond the implications of this bias on scope 2
emissions inventories, these results also have implic-
ations for the accuracy of an organization’s scope
3 inventory, which focus on upstream sources of
emissions, such as the emissions of raw materials or
products. Especially for organizations who rely on
energy-intensive raw materials such as aluminum,
annual-average accounting could lead to inaccurate
calculations of the lifecycle emissions associated with
those inputs into their products.

Although this study focused on carbon invent-
ories for individual buildings, and thus do not tell
us about the annual accounting bias for community-
scale or company-wide emissions inventories (which
include buildings of many different types, pos-
sibly across many grid regions for a company with
a national or international footprint), it nonethe-
less has important implications for how emissions
are allocated within the inventory. For example,
a community-scale inventory may seek to identify
whether residential or commercial buildings repres-
ent a larger share of emissions, or a corporate-wide
inventory may seek to identify which business region
is responsible for the most emissions, so that funding
and resources can be allocated to mitigate the largest
sources of emissions. These results suggest that the
bias introduced by annual accounting could poten-
tially mis-allocate emissions between building sectors
or regions, thus mis-informing these types of priorit-
ization efforts.

Annual accounting can also limit effective
decision-making about individual carbon-mitigation
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efforts, such as energy efficiency investments.
Using annual-average accounting would lead a
decision-maker to believe that whichever project
reduces the greatest number of kWh will reduce
the organization’s carbon footprint most effectively.
However, using hourly accounting might reveal that
if that project mostly reduces energy consumption
when grid emissions are low, then the value proposi-
tion of that project would be undermined compared
to a project that reduces consumption during hours
of high carbon intensity.

The findings of this paper, and in particular the
drivers of bias explained through equation (1), lead
us to believe that these annual accounting biases will
only get worse, based on current trends in building
energy demand and grid carbon intensity. As grids
continue to integrate more variable and intermittent
renewable energy sources to meet state Renewable
Portfolio Standards and other climate goals, the vari-
ability in hourly carbon intensity will likely increase,
increasing o,, and inventory bias [12, 22, 36]. On
the demand side, as more and more large end-use
loads are electrified, such as vehicle charging, water
heating, and space conditioning, building the total
facility load profiles may become spikier and more
variable, increasing op and inventory bias [3]. Fur-
thermore, efforts such as time-of-use rates, managed
charging, and carbon-aware demand response, which
seek to shape and shift load to better match the
times when carbon-free resources are available, may
strengthen the magnitude of the correlation between
energy demand and grid carbon intensity (pp,,),
also increasing inventory bias. These three trends
in combination, suggest that the continued use of
annual carbon accounting will lead to inventories that
become increasingly biased in the future.
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